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Abstract. Assuming the Singular Cardinals Hypothesis, we prove the follow-
ing property:

σ-CWH : For every singular strong limit cardinal κ and ↗-normal space X

such that for some χ < κ, every x ∈ X has a neighborhood base of size ≤ χ,
if every closed discrete subspace of size < κ is σ-separated, then so is every
closed discrete subspace of size κ.

So for getting a model of the negation of σ-CWH, we require a large cardinal.

Throughout the paper, spaces are regular T1 topological spaces and generally
α, β, γ, ...(κ, λ, µ, ..., k, l,m, ...) stand for ordinals (infinite cardinals, natural num-
bers). A closed discrete subspace Y of a space X is said to be separated if there is a
pairwise disjoint collection {U(y) : y ∈ Y } of open sets such that y ∈ U(y) for each
y ∈ Y . A closed discrete subspace Y of a space X is said to be σ-separated if Y
can be represented as the countable sum Y =

∪
n∈ω Yn, where each Yn is separated.

For a cardinal κ, a space X is κ-collectionwise Hausdorff (κ-σ-collectionwise Haus-
dorff) if every closed discrete subspace Y ⊂ X of size κ is separated (σ-separated).
For short, CollectionWise Hausdorff is abbreviated as CWH. A space is < κ-CWH
(< κ-σ-CWH) if it is λ-CWH (λ-σ-CWH) for every cardinal λ < κ. For a cardinal
κ, we consider the following inductive type properties:

CWH(κ) : If X is < κ-CWH, then it is κ-CWH.

σ-CWH(κ) : If X is < κ-σ-CWH, then it is κ-σ-CWH.

For a regular cardinal κ (i.e., cfκ = κ), Fleissner [2] proved:

• Under a ♢-like assumption that is a consequence of V = L, if X is normal and
each point x ∈ X has a neighborhood base of size ≤ κ, then X has CWH(κ).

Balogh and Burke [1] generalized this result as:

• Under the same assumption, if X is ↗-normal and each point x ∈ X has a
neighborhood base of size ≤ κ, then X has σ-CWH(κ).

Here a space is ↗-normal if for every pair of disjoint closed sets H and K, there
are sequences {Un : n ∈ ω} and {Vn : n ∈ ω} of open sets such that Un ∩ Vn = ∅
for every n ∈ ω, {H ∩ Un : n ∈ ω} ↗ H and {K ∩ Vn : n ∈ ω} ↗ K, where for a
well-ordered set A, {Bα : α ∈ A} ↗ B means that

∪
α∈A Bα = B and Bα ⊂ Bα′

whenever α < α′. For later use, {Bα : α ∈ A} ↗ means that Bα ⊂ Bα′ whenever
α < α′.

For a singular cardinal κ (i.e., cfκ < κ), these papers also showed:
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• Assuming the Generalized Continuum Hypothesis (GCH), that is, 2λ = λ+ for
every cardinal λ, if X is normal (↗-normal) and for some χ < κ, each point x ∈ X
has a neighborhood base of size ≤ χ, then X has CWH(κ) (σ-CWH(κ)), see [2]
([1], respectively).

Obviously assuming GCH, every singular cardinal κ is strong limit, i.e., 2λ < κ
for each cardinal λ < κ. As a weakening of GCH, the following is well-known:

The Singular Cardinals Hypothesis (SCH): For every singular cardinal κ, if
2cfκ < κ, then κcfκ = κ+.

For SCH, see [3]. The author proved in [4]:

• Assuming SCH, for every singular strong limit cardinal κ, if X is normal and for
some χ < κ, each point x ∈ X has a neighborhood base of size ≤ χ, then X has
CWH(κ).

In this paper, we will prove:

Theorem 1. Assuming SCH, for every singular strong limit cardinal κ, if X is
↗-normal and for some χ < κ, each point x ∈ X has a neighborhood base of size
≤ χ, then X has σ-CWH(κ).

However, the proof here is necessarily tedious and does not always follow pre-
dictable modifications of the proofs listed above. Now we prepare some notions.

Definition 2. Let Y be a closed discrete subspace of a space X with ω1 ≤ cfκ ≤
κ = |Y | and Y = {Yα : α < cfκ} a partition of Y , that is, Y is a disjoint cover of
Y . Fix a neighborhood base By of y for each y ∈ Y . Define

F = {⟨fn : n ∈ ω⟩ : ∀n ∈ ω(domfn ⊂ Y ), fn ∈
∏

y∈domfn

By, {domfn : n ∈ ω} ↗},

Fα = {⟨fn : n ∈ ω⟩ ∈ F : {domfn : n ∈ ω} ↗
∪

β<α

Yβ},

for each α ≤ cfκ.
For each α < cfκ and f ∈

∏
y∈domf By with domf ⊂ Y , let

C(f,Y, α) = Cl(
∪

{f(y) : y ∈ domf ∩ (
∪

β<α

Yβ)}).

Then obviously domf ∩ (
∪

β<α Yβ) ⊂ C(f,Y, α). Moreover for each f = ⟨fn : n ∈
ω⟩ ∈ F and α < cfκ, let

S(f ,Y, α) = {y ∈ Y : {C(fn,Y, α) : n ∈ ω} is not point-finite at y}.

If f = ⟨fn : n ∈ ω⟩ ∈ Fcfκ, then by {domfn : n ∈ ω} ↗ Y , we have
∪

β<α Yβ ⊂
S(f ,Y, α) for each α < cfκ, and {S(f ,Y, α) : α < cfκ} ↗ Y .

Definition 3. Let Y be a closed discrete subspace of a space X with ω1 ≤ cfκ ≤
κ = |Y |. Y has good partitions if there is a sequence {Ym : m ∈ ω} of partitions of
Y , where Ym = {Y m

α : α < cfκ}, such that
(a) |Y m

α | < κ for each m ∈ ω and α < cfκ,
(b) for each m ∈ ω, there is fm = ⟨fm

n : n ∈ ω⟩ ∈ Fcfκ such that {α < cfκ :
S(fm,Ym, α) ⊂

∪
β<α Y m+1

β } contains a closed unbounded (cub) set in cfκ.
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Lemma 4. Let Y be a closed discrete subspace of a space X with ω1 ≤ cfκ ≤
κ = |Y | such that every subset Y ′ ⊂ Y of size < κ is σ-separated. If Y has good
partitions {Ym : m ∈ ω}, then Y is σ-separated.

Proof. Let {Ym : m ∈ ω} be good partitions and fm ∈ Fcfκ and a cub set Cm ⊂ cfκ
(m ∈ ω) ensure the clause (b) of the definition above. For notational simplicity,
let Sm

α = S(fm,Ym, α) for each m ∈ ω and α < cfκ. Let C = {0} ∪
∩

m∈ω Cm

and enumerate C as C = {α(γ) : γ < cfκ} with the increasing order. For each
m ∈ ω and γ < cfκ, set Y (m, γ) =

∪
{Y m

β : α(γ) ≤ β < α(γ + 1)}. Since C is
cub, {Y (m, γ) : γ < cfκ} is also a partition of Y . So for each y ∈ Y and m ∈ ω,
let γ(m, y) < cfκ be the unique γ with y ∈ Y (m, γ). Since

∪
β<α(γ) Y m

β ⊂ Sm
α(γ) ⊂∪

β<α(γ) Y m+1
β for each γ < cfκ and m ∈ ω, we have γ(m, y) ≥ γ(m + 1, y) for

each m ∈ ω and y ∈ Y . Therefore for each y ∈ Y , one can fix m(y) ∈ ω such that
γ(m(y), y) = γ(m, y) for each m ≥ m(y). Set for each m,n ∈ ω,

Dm
n = {y ∈ domfm

n : y /∈ C(fm
n ,Ym, α(γ(m, y)))}.

Claim. Y =
∪

n,m∈ω Dm
n .

Proof. Let y ∈ Y and γ = γ(m(y), y). It follows from γ = γ(m(y) + 1, y) that
y ∈ Y (m(y)+1, γ). Since Y (m(y)+1, γ) is disjoint from

∪
β<α(γ) Y

m(y)+1
β ⊃ S

m(y)
α(γ) ,

we have y /∈ S
m(y)
α(γ) . Therefore {C(fm(y)

n ,Ym(y), α(γ)) : n ∈ ω} is point-finite at y.

So by {domf
m(y)
n : n ∈ ω} ↗ Y , one can fix n ∈ ω with y ∈ domf

m(y)
n and

y /∈ C(fm(y)
n ,Ym(y), α(γ)), thus y ∈ D

m(y)
n .

Now it suffices to show that Dm
n ’s are σ-separated. For each γ < cfκ, set

Dm
n (γ) = Dm

n ∩ Y (m, γ), then obviously Dm
n (γ) ∩ C(fm

n ,Ym, α(γ)) = ∅. It follows
from |Dm

n (γ)| < κ and the assumtion that we get a partition {Dm
n (γ, k) : k ∈ ω} of

Dm
n (γ), where each Dm

n (γ, k) is separated. By induction on γ < cfκ, one can define
g ∈

∏
y∈Dm

n
By satisfying:

(a) g(y) ⊂ fm
n (y) for each y ∈ Dm

n ,
(b) {g(y) : y ∈ Dm

n (γ, k)} is pairwise disjoint for each γ < cfκ and k ∈ ω,
(c) g(y) ∩ C(fm

n ,Ym, α(γ)) = ∅ for each γ < cfκ and y ∈ Dm
n (γ).

Then
∪

γ<cfκ Dm
n (γ, k) is separated for each k ∈ ω, thus Dm

n is σ-separated. ¤

For a limit cardinal κ, we can always fix a normal sequence {κα : α < cfκ} of
cardinals, that is, it is strictly increasing and cofinal in κ and κα = sup{κγ : γ < α}
whenever α is limit. Moreover if κ is strong limit, then we may fix a normal sequence
{κα : α < cfκ} so that 2κα ≤ κα+1 for each α < cfκ.

Lemma 5. Let κ be a strong limit cardinal with ω1 ≤ cfκ and {κα : α < cfκ}
a normal sequence for κ satisfying 2κα ≤ κα+1 for each α < cfκ. Moreover, let
Y be a closed discrete subspace of a ↗-normal space X such that |Y | = κ, and
each y ∈ Y has a neighoborhood base By at y with |By| ≤ χ, where χ < κ. Then
for every partition Y = {Yα : α < cfκ} of Y with |Yα| < κ (α < cfκ), there is
f = ⟨fn : n ∈ ω⟩ ∈ Fcfκ such that {α < cfκ : |S(f ,Y, α)| < 2κα} contains a cub set
in cfκ.

Proof. Let Y = {Yα : α < cfκ} be a partition of Y with |Yα| < κ for each α < cfκ.
Set Zα =

∪
β<α Yβ for each α < cfκ. Obviously for each α < cfκ, |Zα| < κ, so one
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can fix h(α) < cfκ with |Zα| ≤ κh(α). Now we consider the cub set

C = {α < cfκ : ∀β < α(h(β) < α), α is limit, χ < κα}.
Let α ∈ C. Since α is limit, we have Zα =

∪
β<α Zβ . Moreover since |Zβ | ≤ κh(β) <

κα for each β < α, we have |Zα| ≤ |α| · κα = κα. Noting |Fα| ≤ (χκα)ω = 2κα , we
can enumerate Fα ×Zα 2 as

Fα ×Zα 2 = {⟨fαδ, gαδ⟩ : 1 ≤ δ < 2κα}.
Now enumerate the cub set C as {α(γ) : γ < cfκ} with the increasing order.

By induction on γ < cfκ and δ < 2κα(γ) , we will define a partial function Gγδ

from Y to 2 = {0, 1} such that :
(1) Gγδ ⊂ Gγδ′ for each γ < cfκ and δ < δ′ < 2κα(γ) ,
(2) Gγ0 =

∪
{Gγ′δ′ : γ′ < γ, δ′ < 2κα(γ′)} for each γ < cfκ,

(3) |Gγδ| ≤ |κα(γ) + δ| for each γ < cfκ and δ < 2κα(γ) .
First let G00 = ∅. We can show that, using the inductive assumption, the Gγ0

defined by the clause (2) also satisfies the clause (3). So it remains to define Gγδ

assuming that Gγδ′ has been defined for all δ′ < δ, where γ < cfκ and 0 < δ <
2κα(γ) . Since fα(γ)δ = ⟨fα(γ)δn : n ∈ ω⟩ ∈ Fα(γ), S(fα(γ)δ,Y, α(γ)) is defined. We
consider two cases.

Case 1. S(fα(γ)δ,Y, α(γ)) \ (
∪

δ′<δ domGγδ′ ∪ Zα(γ)) ̸= ∅.
In this case, fix a point y(γ, δ) in this set. Set

K = {n ∈ ω : y(γ, δ) ∈ C(fα(γ)δn,Y, α(γ))}.
Then K is infinite. For each i ∈ 2, set

Ci(fα(γ)δn,Y, α(γ)) = Cl(
∪

{fα(γ)δn(y) : y ∈ domfα(γ)δn ∩ g−1
α(γ)δ(i)}).

Then C(fα(γ)δn,Y, α(γ)) =
∪

i∈2 Ci(fα(γ)δn,Y, α(γ)), therefore for each n ∈ K, one
can fix in ∈ 2 such that y(γ, δ) ∈ Cin(fα(γ)δn,Y, α(γ)). Since K is infinite, there
are an infinite subset K(γ, δ) ⊂ K and i(γ, δ) ∈ 2 such that i(γ, δ) = in for each
n ∈ K(γ, δ). Define

Gγδ = (
∪

δ′<δ

Gγδ′) ∪ {⟨y(γ, δ), 1 − i(γ, δ)⟩}.

Case 2. Otherwise.

In this case, let define
Gγδ =

∪
δ′<δ

Gγδ′ .

In either cases, obviously Gγδ satisfies the clause (3). Let G be a full function on
Y to 2 extending all Gγδ’s. Since X is ↗-normal, there is f = ⟨fn : n ∈ ω⟩ ∈ Fcfκ

such that for each n ∈ ω,

(*)
∪
{fn(y) : y ∈ domfn ∩ G−1(0)} ∩

∪
{fn(y) : y ∈ domfn ∩ G−1(1)} = ∅.

The following claim completes the proof.
Claim. C ⊂ {α < cfκ : |S(f ,Y, α)| < 2κα}.
Proof. Assume not, then |S(f ,Y, α(γ))| ≥ 2κα(γ) for some γ < cfκ. Fix δ < 2κα(γ)

with 1 ≤ δ such that

⟨⟨fn ¹ Zα(γ) : n ∈ ω⟩, G ¹ Zα(γ)⟩ = ⟨fα(γ)δ, gα(γ)δ⟩.
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It follows from C(fn,Y, α(γ)) = C(fα(γ)δn,Y, α(γ)), 2κα(γ) ≤ |S(f ,Y, α(γ))| =
|S(fα(γ)δ,Y, α(γ))| and |

∪
δ′<δ domGγδ′ ∪Zα(γ)| < 2κα(γ) that Case 1 happens. Fix

n ∈ K(γ, δ) with y(γ, δ) ∈ domfn. Then

y(γ, δ) ∈ Ci(γ,δ)(fα(γ)δn,Y, α(γ)) =

Cl(
∪

{fα(γ)δn(y) : y ∈ domfα(γ)δn ∩ g−1
α(γ)δ(i(γ, δ))}) ⊂

Cl(
∪

{fn(y) : y ∈ domfn ∩ G−1(i(γ, δ))}).
Since fn(y(γ, δ)) is a neighborhood of y(γ, δ), we have fn(y(γ, δ)) ∩ fn(y) ̸= ∅

for some y ∈ domfn ∩ G−1(i(γ, δ)), this contradicts (*). ¤
The following is an improvement of Lemma 2.5 in [4] and can be proved by some

easy modifications.

Lemma 6. Let Y be a set (need not be a (sub)space) with ω1 ≤ cfκ < κ = |Y |,
Y = {Yα : α < cfκ} a partition of Y and {κα : α < cfκ} a normal sequence for κ.
If {Sα : α < cfκ} ↗,

∪
β<α Yβ ⊂ Sα for each α < cfκ and {α < cfκ : |Sα| ≤ κα}

contains a club set in cfκ, then there is a partition Y ′ = {Y ′
α : α < cfκ} of Y such

that |Y ′
α| < κ for each α < cfκ and {α < cfκ : Sα ⊂

∪
β<α Y ′

β} contains a cub set
in cfκ.

Lemma 7. Let κ be a singular strong limit cardinal of uncountable cofinality, and
Y a closed discrete subspace of a ↗-normal space X such that |Y | = κ and for some
χ < κ, each y ∈ Y has a neighborhood base By of size ≤ χ. If there is a normal
sequence {κα : α < cfκ} for κ such that {α < cfκ : 2κα = κ+

α} contains a cub set in
cfκ, then Y has good partitions (therefore Y is σ-separated if every subset Y ′ ⊂ Y
of size< κ is σ-separated).

Proof. We may assume 2κα ≤ κα+1 for each α < cfκ. First fix a 1-1 onto function
f : Y → κ and set Y 0

α = f−1(κα \ supβ<α κβ) for each α < cfκ. Then Y0 = {Y 0
α :

α < cfκ} is a partition of Y . Assume that a partition Ym = {Y m
α : α < cfκ} with

|Y m
α | < κ for each α < cfκ is defined. By Lemma 5, there is fm ∈ Fcfκ such that

{α < cfκ : |S(fm,Ym, α)| < 2κα} contains a cub set, therefore by the assumption,
{α < cfκ : |S(fm,Ym, α)| ≤ κα} also contains a cub set. Since

∪
β<α Y m

β ⊂
S(fm,Ym, α) for each α < cfκ and {S(fm,Ym, α) : α < cfκ} ↗, by Lemma 6, we
get a partition Ym+1 = {Y m+1

α : α < cfκ} of Y such that |Y m+1
α | < κ for each

α < cfκ and {α < cfκ : S(fm,Ym, α) ⊂
∪

β<α Y m+1
β } contains a cub set in cfκ. By

repeatedly applications, we have good partitions. ¤
Proof of Theorem 1. Whenever cfκ = ω, Theorem 1 is obviously true without
assuming SCH or ↗-normality of X. So let cfκ ≥ ω1. Since assuming SCH,
{α < cfκ : 2κα = κ+

α} contains a cub set (see Lemma 2.11 of [4]), Lemma 7
completes the proof. ¤
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